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Abstract—This paper reviews the development history of si-
multaneous localization and mapping (SLAM) and concentrates
on two mainstream methods: the filter-based method and the
vision-based graph optimization method. FastSLAM and Real-
Time Appearance-Based Mapping (RTAB-MAP) as two examples
are adopted in the real experiments. The experiments are
implemented on TurtleBot with Kinect in a small laboratory
and a large circular corridor. The experimental results show
that the error is small in the small laboratory, but in the highly
unknown large scale environment, the loop closure detection is
less effective and the error accumulation is obvious. The results
show the accuracy and robustness of two algorithms need to be
further improved when robots are in the large-scale unknown
environments.

Index Terms—SLAM, FastSLAM, RTAB-MAP, Loop closure
detection

I. INTRODUCTION

SLAM has gotten increasingly attention in the past 30 years.

SLAM plays a key part in the fields of driverless vehicle,

autonomous mobile robot and unmanned aerial vehicle, and

attracts a large number of researchers. Meanwhile, SLAM has

become an important subject in the field of robotics in the

21st century. Essentially, SLAM aims at estimating a mobile

agent’s pose in an unknown environment and mapping the

environment that includes many features called landmarks.

SLAM has become an important function of robot perception

of the environment.

SLAM has formed two mainstream approaches: the filter-

based method and the vision-based graph optimization method

which are also recognized as filtering SLAM and Visual-

SLAM (VSLAM), respectively. The filtering SLAM approach

was first proposed by Smith [1] in 1986. Their approach

modeled the environment by Extended Kalman Filters (EKF),

estimated the relative position between the robot and land-

marks, filtered the Gaussian noise in the observation data.

EKF was the most popular method in earlier studies. Actually,

the earliest real-time VSLAM also used EKF to compute the

change of sensors’ spatial pose [2]. Then, FastSLAM [3] and

Particle Filter [4] began to attract attention gradually. The two

approaches take the robot’s pose, the sensors’ input data and

the observed data of last moment into account to estimate

robot’s current pose by recursive Bayesian estimation. The

difference of various filtering methods comes from the differ-

ent assumptions about the prior probability and the different

solutions to the posterior probability. Filtering methods include

EKF, particle filtering, maximum likelihood estimation and so

on. Moreover, with the development of the research, many new

methods have appeared such as Rao-Blackwellised Particle

Filter [4], extended information filter, etc.

The graph optimization method springed up around 2004.

This method mostly adopted Bundle Adjustment [5] to solve

the problem of pose change. Bundle Adjustment was applied

in the fields of structure from motion (SfM) [6] which aims

at minimizing the error arising from pose projection transfor-

mation between the observed image points and the predicted

image points. Graph optimization method [7] consists of graph

construction and graph optimization. Graph construction is

the front-end of the optimization method and is used to

estimate the movement of the robot by the change of the

images. While the graph optimization belongs to the back-

end, which is used to optimize the robot’s pose. Since all the

observation and control information in the robot movement

are used to optimize the whole trajectory and the result of the

map building, this approach is also called Full SLAM.

The commonly used graph optimization methods include

nonlinear least square method [8], relaxation optimization

method [9], stochastic gradient-descent [10]. Depending on

the camera types, VSLAM is devided into three classes:

MonoSLAM, stereo-SLAM and RGB-D SLAM. In recent

years, many RGB-D 3D-SLAM methods based on graph

optimization have emerged. Compared with ordinary cameras,

RGB-D camera can capture the depth information of the

image. It not only saves time for extracting deep data from

2D data which improves the real-time performance of the

algorithm, but also builds an environment map accurately.

Compared with the filter method, the graph optimization

method has obvious advantages in robustness, consistency and

accuracy. And the graph optimization method is better for

loop closure detection. However, when the robot in a highly

uncertain environment, the filter method may be better than

graph optimization method. Thus, how to make full use of

the advantages of the two kind of methods in their respective

environments and scheme out the SLAM system consisting of

both Bundle Adjustment and probabilistic filtering will be the

development trend in this field.

II. SLAM ALGORITHMS

Essentially, SLAM is a posterior probability estimation

problem. SLAM algorithms can be divided into filter based



Fig. 1. Graph optimization algorithm structure

algorithms and graph optimization based algorithms. At the

beginning, SLAM was solved by filter methods. But, in the

21st century, SLAM researchers began to draw lessons from

SfM and used graph optimization methods to solve SLAM.

A. Filter based algorithm

Most of the SLAM solutions are based on probabilistic

filtering algorithms that including EKF, particle filter (PF),

maximum likelihood (ML) estimation and expectation max-

imization (EM) algorithm, etc. EKF and PF are the most

commonly used algorithms. However, these methods are rel-

atively successful in small space. The filter algorithms are

limited when navigating in large-scale environment because

of linearization and update efficiency.

Kalman filter (KF) is the optimal linear filter that can

estimate the internal state of a dynamic system from noise-

filled measurements. However, since KF can only be used

in linear systems, EKF is proposed to solve the probabilistic

estimation problem in nonlinear systems. But EKF-SLAM is

sensitive to erroneous data associations, since an incorrect

measurement makes the filter to diverge. In addition, it is

difficult for EKF used in a large-scale map because EKF-

SLAM has a quadratic calculation process for landmarks.

Gristetti [4] proposed a Rao-Blackwellized Particle Filter

(RBPF) which has well scalability for maps with many

landmarks. Therefore, data associations errors can be solved

efficiently by RBPF. FastSLAM is one of the most typical

examples of RBPF. FastSLAM treats the robot position dis-

tribution as a set of Rao-Blackwellized particles, and each

particle represents a robot trajectory and uses EKF to maintain

local map such that the computational complexity of SLAM

is greatly reduced.

B. Graph optimization based algorithm

In recent years, due to the development of the direct

linear solver, graph optimization algorithm have been widely

used. Commonly used optimization methods include relaxation

method, gradient descent method, flow method, etc.

The graph optimization algorithm is composed of three

parts: motion estimation, loop closure detection and graph

optimization. Motion estimation and loop closure detection

constitute the front-end part, and graph optimization belongs

to the back-end part. The algorithm structure is showed in

Fig.1.

The graph optimization algorithm uses motion estimation

and loop closure detection for data association, and then graph

construction can be completed. The purpose of the front-end

part is to obtain the constraint relationship of robot’s pose

graph nodes. And the back-end part is used to optimize pose

graphs. The current graph optimization algorithms include

ORB-SLAM, LSD-SLAM, RTAB-MAP, etc.

III. CLASSICAL ALGORITHMS

A. FastSLAM algorithm

FastSLAM is a very classical algorithm in the existing 2D-

SLAM projects. The core of the algorithm is the RBPF that

reduces the dimension of the estimation by decomposing the

state space of the Bayesian filter. The core formula of the

FastSLAM can be expressed as follows.

Bel(x1:t,m) = p(x1:t,m|z1:t, u1:t−1)

= p(m|x1:t, z1:t) · p(x1:t|z1:t, u1:t−1) (1)

where x1:t is the robot trajectory; u1:t is the odometer infor-

mation; m is the map; z1:t is the observation information. The

joint posterior probability is decomposed into the product of

two posterior probabilities by this equation. p(x1:t|z1:t, u1:t−1)
represents the posterior probability of the path which can be

estimated by the particle filter. p(m|x1:t, z1:t) represents the

posterior probability of the map under a given path which can

be computed by the Kalman filter after p(x1:t|z1:t, u1:t−1) is

given. Actually, RBPF, shown in Table I, can be divided into

two parts: particle filter and Kalman filter. The particle filter

approximates the probability density function by finding a set

of random samples and uses the sample mean instead of the

integral operation to obtain the minimum variance estimate

of the system state which is a sequential importance sampling

method. By the importance sampling principle, the probability

of the ith sample can be expressed by an importance weight

ωi
t.

∼

ωx1:t =
p(x1:t|z1:t, u1:t−1)

π(x1:t|z1:t, u1:t−1)
(2)

where π(x1:t|z1:t, u1:t−1) is the proposal distribution. The

normalized weights are:

ω
(i)
t =

∼

ω (x
(i)
1:t)∑N

k=1

∼

ω (x
(k)
1:t )

(3)

The posterior probability distribution p(x1:t,m|z1:t, u1:t−1)

can be calculated by ω
(i)
t and {x(i)1:t,m

(i)}. Suppose that N

weighted samples {x(i)1:t, ω
(i)
t }N

i=1 are used to represent the pos-

terior probability distribution of the path p(x1:t|z1:t, u1:t−1).

PN (x1:t,m|z1:t, u1:t−1) =
N∑
i=1

ω
(i)
t δx(i)

1:t,m
(x1:t,m) (4)



TABLE I
THE STANDARD STEPS OF RBPF

Steps Approaches

Step1 Sampling from a prior distribution P (xt|x(i)
t−1) by

Monte Carlo method.
Step2 Sequential importance sampling. Compute

p(x1:t|z1:t, u1:t−1) and weight
∼

ω
(i)

t .
Step3 Resampling. Discard low weight particles and re-

tain high weight particles.

PN (x1:t|z1:t, u1:t−1) =

N∑
i=1

ω
(i)
t δx(i)

1:t
(x1:t) (5)

where δ(·) is the impulse function. Therefore, the posterior

probability of the map can be expressed as

PN (m|z1:t, u1:t−1) =
N∑
i=1

ω
(i)
t p(m|z1:t, u1:t−1, x

(i)
1:t)(6)

In the RBPF mapping algorithm, each particle contains

robot’s trajectories and environment map information which

are expressed by mean and variance, respectively. Both mean

and variance can be obtained by Kalman filter.

B. RTAB-MAP algorithm

According to the number of map points, 3D SLAM is

divided into three classes: the sparse map, the semi-dense map

and the dense map. In the 3D reconstruction experiment, the

RTAB-MAP, which is a classic dense RGB-D SLAM solution,

is adopted. This approach is available in wiki ROS.

The purpose of RTAB-MAP is to provide a solution that is

based on localization and graph composition and independent

of time and scale. The idea of the solution is to satisfy some

real-time constraints, and the loop closure detection uses only

a limited number of location points, which are based on

the assumptions that more frequent access points are more

possible to form loop closure than other location points. RTAB

creates the signature for the image by BoW. The signature is

expressed by a set of words in the dictionary. The advantage

of using an online incremental dictionary is that there is no

need for pre-training for a particular environment. RTAB uses

OpenCV to extract features from pictures to obtain visual

words and each visual word is a description of the SURF

feature which is expressed as a 64 dimensions vector. In order

to construct a good signature and find the match between the

words in the dictionary, RTAB-MAP uses the nearest neighbor

distance method in the comparison of the SURF features. The

process of RTAB is shown in Table II.

The RTAB-MAP uses memory management to maintain

a graph. This kind of memory management is achieved by

detecting picture feature points and can be online managed.

The memory consists of Short-Term Memory (STM), Working

Memory (WM) and Long-Term Memory (LTM). The STM is

the entry point that adds the new node to the graph whenever

new data is received. And STM has a fixed size S. When the

size of STM reaches S nodes, the node with longest storage

time will be moved to WM for loop closure detection.

The loop closure hypothesis relies heavily on Bayesian

filters. A loop closure probability is estimated by the current

location point and the location point stored in the WM. Let St

be a random variable at time t. St = i denotes that the Lt is a

loop closure with an already visited point Li, that is, Lt and Li

are the same location point. St = −1 denotes a new location

point. The filter estimates all posterior probability distributions

p(St|Lt) (i = −1, . . . , tn where tn is the time index of the

latest location point stored in WM).

p(St|Lt) = ρp(Lt|St)

tn∑
i=1

p(St|St−1 = i)p(St−1 = i|Lt−1)

(7)

where ρ is a standardized coefficient, Lt = L−1, . . . , Lt is a

sequence of location points and only contains location points

from WM and STM. Lt changes such that it is different from

the classic Bayesian filter that Lt is a fixed length sequence.

p(St|Lt) is the observation model which is used to measure

the similarity between St and Lt. A likelihood function

γ(St|Lt) is used to distinguish the similarities between the

different location points. And p(St|Lt = j) can be calculated

as follows.

p(Lt|St = j) = γ(St = j|Lt)

=

{
Sj−σ

μ if Sj ≥ μ+ σ

1 otherwise

(8)

where μ is the similarity mean; σ is the standard deviation. If

Lt is a new location, the possibility is computed as follows.

p(Lt|St = −1) = γ(St = −1|Lt) =
μ

σ
+ 1 (9)

The calculation is related to the ratio between the mean and

the standard deviation of the similarity. Lt is a new location

point if γ(St = −1|Lt) is quite large.

p(St|St−1 = i) is used to predict the distribution of St

under the condition of knowing the distribution of St−1. This

is similar to predict the motion of robots from t − 1 to t
moment. Together with the p(St|St−1 = i), the confidence

of the next loop closure detection is constructed. p(St|Lt) is

calculated and normalized. If the p(St = −1|Lt) is smaller

than the given threshold, then the loop closure assumption

with the maximum value in p(St|Lt) is considered valid.

When a loop closure assumption is established, the new

location point Lt and former location point Li form a closure

loop. The weight of Lt is updated based on the former weight

plus the weight of Li. The effect of closure loop is to find the

adjacent nodes of the former location point and calculate the

transfer model used in the Bayesian filter. With the completion

of the loop closure detection, if the location points with the

highest loop closure probability have adjacent points and these

adjacent points are not in WM, their adjacent points will



TABLE II
THE MAIN PROCESS OF RTAB ALGORITHM

Steps Process
Step1 Create location points Lt with time index t and

image. signature which is generated by BoW.
Step2 Update weights. Compare Lt with the last location

point in STM.
Step3 Update Bayesian filter that records closure-loop

assumptions by estimating probability of forming
closure-loop.

Step4 Loop closure hypothesis selection.
Step5 The adjacent point of the location point with the

highest probability of closure is retrieved from
LTM to WM.

Step6 The longest stored point in the minimum weight is
transferred from LTM to WM.

be taken back from LTM to WM. However, if the image

processing time exceeds threshold Th, the longest stored point

in the minimum weight will be transfered from WM to LTM.

These steps are the memory management process of RTAB-

MAP in the loop closure detection.

IV. EXPERIMENTAL RESULTS

The experiment was implemented in our laboratory and

larger circular corridors. In our experiments, the hardware

platform we used include Kinect, TurtleBot and computer

with i5 CPU@2.6 GHz and 4 GB RAM. Turtlebot is a

relatively inexpensive robot development platform made by

Willow Garage. TurtleBot is equipped with Kobuki mobile

chassis, Kinect vision sensors, 2200mAh batteries and other

loading and unloading modules. As shown in Fig.2, the top

of the TurtleBot is Kinect and the bottom is Kobuki mobile

chassis. Kinect has three lenses where the middle lense is the

RGB camera, which is used to collect color images. The left

and right lenses are infrared transmitter and infrared CMOS

camera, respectively.

Moreover, TurtleBot is also equipped with the most popular

Robot Operating System (ROS). ROS is an open source

operating system for robots. It provides some tools for pro-

grams and libraries to acquire, build, write and run multi-

machine integration programs. The ROS version adopted in

this experiment is Indigo Igloo which installed on the Ubuntu

Trusty (14.04 LTS).

We first implemented experiments in our laboratories. The

experimental results of 2D and 3D are shown in following

figures. FastSLAM experimental results generate only 2D map

while RTAB-MAP generate 3D points cloud map and 2D map

using the visual odometry data input from Kinect. In the 2D

mapping experiment, we still use Kinect to simulate the laser

sensor.

The laboratory’s real environment and the 3D points cloud

map have been shown in Fig.3 and Fig.5, respectively. The

experiment was implemented with handheld Kinect. The loop

closure detection is realized by matching the feature points,

the feature points are marked with green and red points on the

right side of the Fig.4. The blue line is the trajectory of the

Kinect. As you can see from the 3D points cloud in the Fig.5,

the laboratory environment is clearly reconstructed.

Fig. 2. TurtleBot with Kinect

Fig. 3. Laboratory environment

But, from the experimental results, we can see that RTAB

is not perfect. Some objects in the map show ghosting and

the trajectory is not precise enough. The 2D laboratory map

generated by FastSLAM is shown in Fig.6. As the labora-

tory piled up many obstacles, the map presents an irregular

pattern. Compared to the 3D points cloud map, the 2D map

doesn’t have rich environmental information. Hence, it is

obvious that 2D map has unique advantages. FastSLAM is

faster and requires less computing resources than complex 3D

reconstruction. In addition, 2D map is sufficient to achieve

localization for indoor mobile robots.

The the corridor environment is shown in Fig.7. The results

of corridor experiments are shown in Fig.8. The top view of

corridors is shown in Fig.9. The white part in the figures is

seriously affected by sunlight, such that Kinect can not get

complete environment information. The 2D map in Fig.10 is



Fig. 4. Feature points detection

Fig. 5. Laboratory 3D points cloud map

the result of removing the 3D points cloud from Fig.8. As

you can see from the figures, the corridors can not be well

closed and the trajectory of the corridor is partial curving.

The experimental results demonstrate that the robot’s pose and

trajectory estimation are not accurate enough and loop closure

detection is not satisfactory in this kind of highly unknown

large scale environment.

Fig. 6. FastSLAM laboratory 2D map

Fig. 7. Corridors environment

Fig. 8. Corridors 3D points cloud

V. CONCLUSION

The two mainstream SLAM methods we have implemented

demonstrate that the indoor environment with rich feature

points is easier for loop closure detection than corridor with

less feature points. In the indoor environment 3D reconstruc-



Fig. 9. Top view of corridors 3D points cloud

Fig. 10. RTAB-MAP corridors 2D map

tion experiment, some objects show ghosting in the map. And

the robot’s motion trajectory error accumulates greatly and

loop closure detection is not accurate enough in the large-scale

unknown environment. The next work will concentrate on

improving the accuracy of loop closure detection and reduce

the robot’s motion trajectory errors in large-scale environment.
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